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Due to their superior strength at high temperatures, superalloys play a vital role in the aerospace industry with the application of jet turbine engines. The ternary alloy Co-Re-Ti has recently emerged as a candidate super alloy that could compete with the traditional Ni-based alloys. Here we investigate the viability of the Co-Re-Ti system using a combination of first-principles calculations and cluster expansion. The cluster expansion is a model that can quickly calculate the energy of crystal structures of large atomic configurations. This makes cluster expansion a convenient tool for searching through a large number of candidate configurations. Quantum Espresso was used to calculate the formation energies for 1,113 candidate atomic configurations. These energies were then used to train the cluster expansion. The cluster expansion method was then used to quickly calculate the formation energies of approximately one million candidate configurations. The convex hull reveals several ground states at Co-rich concentrations, making this system a viable candidate for superalloy applications.
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Chapter 1

Introduction

Superalloys are a class of material that exhibit excellent mechanical strength and creep resistance and maintain that strength at elevated temperatures, even approaching the melting temperature of the material. Superalloys are used heavily in the aerospace industry where engine turbines routinely reach 2000 K and other alloys lose their strength. The high strength of superalloys at high temperatures makes them very desirable to the aerospace industry. For instance, the blades of a jet turbine engine are built from a super alloy and the limitations of this alloy are one of the factors that determines the efficiency of the jet turbine engine. The alloy traditionally used in this setting is nickel based and derives its strength from the ordering of its two phased structure at operating temperatures (see Fig. 1.1). The crystal lattices of the two phases are both face centered cubic (fcc) and the small lattice parameter mismatch allows for the phases to lock together rather than form amorphous grains as commonly found in other metals at this temperature.

While traditional superalloys are Ni based, recent research suggest that Co-based alloys may compete with their Ni counterpart. Researchers at Duke University performed a high throughput search by taking the crystal structure, Fig. 1.2, found in
Figure 1.1 Left, Micrograph showing the coherent, ordered nature of the precipitates found in nickel superalloys [1]. Right, Micrograph of a steel alloy show the lack of ordering which reduces strength in comparison to (a) [2]

Ni based alloys and replacing the Ni with Co atoms [3].

The study then continued to swap out the alloying atoms with other elements and calculated the configuration energy of the compound. Their results indicated that Cobalt-Rhenium-Titanium (Co-Re-Ti) is a promising candidate for having super alloy like structures in the cobalt rich concentration region [3]. This work is a ground state search of the Co-Re-Ti system to determine what structures are likely to be present in the cobalt rich region. To this end, the configuration energy of a sample of candidate structures was calculated using first-principle Density Functional Theory (DFT) and used to form a cluster expansion (CE) to rapidly search approximately one million structures.
Figure 1.2 The structure used in the throughput search. A 32-atom structure containing a variation on the $L1_2$ structure (the smaller cube). The red, blue and green atoms correspond to the three species of atoms randomly selected in the study. [3]
Chapter 2

Theory

2.1 Density Functional Theory

The macroscopic properties of materials are a direct result of their atomic configurations. An examination of a material’s atomic configuration, particularly the energy of the materials unit cell, can provide information to predict how that material behaves [7]. The determination of an atomic configuration’s energy is a complex problem that needs quantum mechanics to adequately describe. Because there are multiple atoms, all with numerous electrons, this constitutes a many body quantum mechanics problem. Density Functional Theory (DFT) allows for a transition from using wave functions defined by the electron positions to wave functions using electron density [8]. While the specifics of DFT are beyond the scope of this paper, a brief discussion on the its basic qualities and applications is necessary. In the case of examining a bulk material, DFT is useful because it provides an accurate, first principles method of determining configuration energy. The many bodied nature of the problem makes it infeasible to calculate configuration energy using standard quantum mechanics, i.e Schrodinger equation. In order to describe the problem using Schrodinger’s equation
one needs to know the electron positions, but in order to know where the electrons are likely to be we need to know the wave functions. This in and of itself is not an insurmountable problem. For a small number of bodies a self consistency algorithm can successfully be used to determine the wave functions and subsequently, configuration energy [9]. However, when the sheer number of electrons and atoms is taken into account it becomes hard to justify the time and resources required, even though the algorithms would in theory work. A more practical approach was proven to work by Hohenberg and Kohn through the development of two theorems [10]. The first Hohenberg-Kohn theorems (H-K) show that the ground state properties of systems containing many bodies can be uniquely determined by electron densities which are functions of only three spatial coordinates. The second H-K theorem provides an energy functional that is minimized with the correct ground state electron density. The work of Hohengerg and Kohn provides a method of efficiently solving the many bodied quantum problem within the scope of application to materials studies. The implementation of the H-K theorems and self-consistency algorithms (Fig.2.1) is a non trivial computational pursuit and this work makes use of the established framework that the Quantum Espresso software suite provides to handle the necessary first principles calculations [11].

The complexity of the quantum many body problem can be further reduced through the use of pseudo-potentials. Pseudo-potentials approximate the potential experienced by valence electrons due to the inner core electrons and nuclei. The inner core electrons do not contribute much to the chemical bonding of the atoms and can partially screen the nuclei. These effects are wrapped up and contained in the pseudo-potential in a way that makes calculations more efficient.
2.2 Cluster Expansion

Let us examine the case of a simple binary alloy with a two dimensional square lattice structure. Most metallic alloys maintain a consistent parent lattice structure across multiple phases [5]. Because the lattice structure is known, we know where atoms are located in space \((\mathbf{r}_1, \ldots, \mathbf{r}_n)\) just not which type, or species, of atom occupies that particular point in space. The Born-Oppenheimer approximation assumes that the nuclei of the atoms are fixed and that the electrons are essentially in their ground states [5]. This approximation allows us to then describe the energy of a configuration as just a function of which atoms occupy which lattice positions

\[
E_{\text{BO}}^{\text{gs}}(\mathbf{r}_1, \ldots, \mathbf{r}_m) \rightarrow E_{\text{conf}}(Z_1, \ldots, Z_m)
\]

where \(Z_m\) denotes the atom species at the position of equivalent index \((\mathbf{r}_m \rightarrow Z_m)\).

For a binary system consisting of atoms of species A, and atoms of species B, the complexity of the function can be further reduced. Because there are only two differing species of atoms on the lattice \(Z\) can only take one of two values +1 for species A,
and $-1$ for species B. When considering the state of the configuration the type of atom present at a given lattice position can be accounted for mathematically as a spin-like variable, $\sigma \equiv \pm 1$, that establishes the configuration energy as

$$E \equiv E(\sigma_1, ..., \sigma_m)$$

Cluster expansion works on the underlying principle that the energy associated with a lattice’s configuration can be expressed as the summation of clusters, or types of interactions between lattice sites and the type of atom present there, with coefficients weighting how strongly that cluster contributes to the total configuration energy [5]. It is easy to see that this is a reasonable assumption when one considers the electrostatic determination of potential energy for a system of multiple charged objects. For such a system one must sum up the potential energies related to each unique interaction between the charged objects to capture the total energy of the system. Clusters represent the different types of interactions, such as nearest neighbor pairs, or next-nearest neighbor triplets and the so. A more rigorous definition of the different cluster types will be provided later in this section.

It has been proven that one can always map the configuration energy $E(\sigma)$ of all possible configurations $\sigma$ if all possible types of clusters ($f$) that are present on the given lattice are included: unique pairs, triples, and so on until the M-body interaction that includes the entire lattice [5]. Such a complete expression is untenable for practical use, but a truncated form can be used as a reasonable approximation for the configuration energy. The general form of this cluster expansion is as follows:

$$E(\sigma) = E^{CE}(\sigma) = \sum_f J_f \Pi_f(\sigma)$$

$J_f$ denotes the effective interaction strength associated with a particular combination of lattice sites, $f$. $\Pi_f(\sigma)$ is the function of configuration that defines the particular
2.2 Cluster Expansion

Figure 2.2 Examples of possible cluster relations. Upper left, on site cluster. Upper Right, nearest neighbor pair. Lower, nearest neighbor triplet. Additional clusters consist of relationships between more atoms or atoms beyond nearest neighbor. [5]

interaction, \( f \), averaged over the entire lattice [5]. For the binary case these functions are spin-products like used in the Ising Model [12], but as will be seen for a ternary alloy, take a more intricate form.

The \( J_f \) coefficients are only dependant on the lattice and what atoms are found in the system, not the specific configuration (which type of atom is at which location). This means that once the coefficients are known an approximation for the energy of any given configuration can be rapidly calculated. The process of determining the \( J_f \) is a rather straight forward, but non-trivial, linear algebra problem.

\[
E(\sigma) = \prod J_f \rightarrow J_f = \prod^{-1} E(\sigma)
\]

\[
\begin{bmatrix}
\Pi_1^{(0)} & \Pi_2^{(0)} & \ldots & \Pi_f^{(0)} \\
\Pi_1^{(1)} & \Pi_2^{(1)} & \ldots & \Pi_f^{(1)} \\
\Pi_1^{(2)} & \Pi_2^{(2)} & \ldots & \Pi_f^{(2)} \\
\vdots & \vdots & \ddots & \vdots \\
\Pi_1^{(m)} & \Pi_2^{(m)} & \ldots & \Pi_f^{(m)}
\end{bmatrix}
\begin{bmatrix}
E_1 \\
E_2 \\
E_3 \\
\vdots \\
E_m
\end{bmatrix}
\] (2.1)
2.3 Bayesian Compressive Sensing

As seen in the DFT section above, finding the energy from first principles for all configurations is not feasible. There just is not enough time in the world to do it. Each row in the Π matrix is a unique structure. Instead a sample of known energies and configurations can be used to determine the $J_f$ coefficients. But because the energy for all possible configurations is not known, we have an under determined system and it therefore has an infinite number of solutions. Bayesian Compressive Sensing (CS) allows us to determine which of the infinite number of solutions is the most computationally efficient.

2.3 Bayesian Compressive Sensing

As described above, the cluster expansion of energy has an large number of terms and the weighting coefficients are only found through the resolution of an under determined system of equations. CS provides a method of weighting the possible solutions of Eq. 2.1 by searching for the solution with the smallest $\ell_1$ norm [6]. The ideal solution is one that has the fewest number of non-zero terms, or a sparse solution. The $\ell_1$ norm is a way of determining how sparse a solution is. CS provides an efficient means of quickly finding the coefficients needed for the CE.
Figure 2.3 Diagram of a $\ell_1$ and $\ell_2$ norm surface in $R^2$. The circle is a constant $\ell_2$ norm surface and the diamond is a constant $\ell_1$ norm surface. The line represents all possible solutions to $10y + 7x = 20$. The ideal solution for our case is a sparse solution, when one of the variables goes to zero. These cases occur on the $\ell_1$ surface. We arrive at a dense solution by minimizing the $\ell_2$ norm [6].
This work examined 998 structures as an initial training set for the cluster expansion. An additional 115 structures were added to the set in order to further refine the CE around the convex hull. A sample input file for Quantum Espresso is provided in Appendix but some key values used are as follows: convergence threshold of $3 \times 10^{-6}$, mixing beta of 0.2 and a plane wave energy cutoff of 40.0. Furthermore, a relatively dense K-point mesh was used that had a total number of K-points equal to

$$\text{K-points}_{\text{total}} = \frac{8000}{N_{\text{atoms}}}$$

scaled in each lattice vector proportional to its magnitude. The more atoms relax off lattice site the less accurate and viable the cluster expansion becomes, so ensuring the structure relaxes is important. [13]. In order to properly capture the atomic relaxation for the structures we ran the calculations twice. The final positions of the atoms in the first run were used as the input positions for the second DFT calculations. We then calculated the formation enthalpy of each structure using

$$\text{formation enthalpy} = \frac{E_{\text{total alloy}}}{N_{\text{alloy}}} - \left(x_A \frac{E_A}{N_A} + x_B \frac{E_B}{N_B} + x_C \frac{E_C}{N_C}\right)$$
where $x$ is the concentrations of species $A$, $B$, and $C$, and their respective energy of a pure configuration $E$. $N_{A,B,C}$ is the number of each atom time in a pure concentration unit cell. The formation enthalpy of the sample structures were then compiled into necessary inputs for use in the Unviersal Cluster Expansion (UNCLE) code base.

UNCLE was used to handle the cluster expansion for the system and the ground state search [14]. Default values were used with the exception of the CS input files. Here we used $J$ coefficients cutoff of 0.001 and sigma correlation value of 1.0.
Chapter 4

Results and Conclusion

4.1 Results

The CE had a root-mean-square difference of approximately 0.38 eV which constitutes a 7.02% error. 906,392 candidate structures were examined as part of the ground state search which yielded a convex hull as shown in Fig. 4.1. First-principles DFT calculations show a convex hull as seen in figure 4.2. The associated table, 4.3, details the formation enthalpy of the breaking points on the DFT convex hull. Both the CE prediction and actual DFT data suggests that there are cobalt rich ground states. Further refinement of the CE through the addition of more DFT data of structures near the predicted breaking points on the convex hull will provide a more accurate picture of the ground states. However, a significant difference from these preliminary results is not expected after refinement.
4.1 Results

Figure 4.1 The cluster expansion prediction of the convex hull. Several breaking points on the hull appear in the cobalt rich concentration regions.
Figure 4.2 The DFT convex hull. Constructed from the 1,113 structures examined with first-principles DFT calculations.
4.2 Conclusion

The location of the ground states found through a combination of first principle calculations and cluster expansion indicates that there are potentially structures in the cobalt rich concentration region that could be viable candidate alloys. The cluster expansion results indicate concentration regions of interest and further refinement and DFT calculations are needed to conclude that ground state search has yielded structures exhibiting superalloy characteristics.

<table>
<thead>
<tr>
<th>Co</th>
<th>Re</th>
<th>Ti</th>
<th>Formation Enthalpy (eV)</th>
<th>Co</th>
<th>Re</th>
<th>Ti</th>
<th>Formation Enthalpy (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.50</td>
<td>0.00</td>
<td>0.50</td>
<td>-5.438726</td>
<td>0.33</td>
<td>0.58</td>
<td>0.08</td>
<td>-3.163102</td>
</tr>
<tr>
<td>0.33</td>
<td>0.25</td>
<td>0.42</td>
<td>-5.348483</td>
<td>0.42</td>
<td>0.50</td>
<td>0.08</td>
<td>-3.121739</td>
</tr>
<tr>
<td>0.17</td>
<td>0.33</td>
<td>0.50</td>
<td>-5.206363</td>
<td>0.50</td>
<td>0.42</td>
<td>0.08</td>
<td>-3.05562</td>
</tr>
<tr>
<td>0.33</td>
<td>0.42</td>
<td>0.25</td>
<td>-5.141924</td>
<td>0.00</td>
<td>0.08</td>
<td>0.92</td>
<td>-1.741281</td>
</tr>
<tr>
<td>0.50</td>
<td>0.25</td>
<td>0.25</td>
<td>-4.922692</td>
<td>0.00</td>
<td>0.92</td>
<td>0.08</td>
<td>-1.586077</td>
</tr>
<tr>
<td>0.50</td>
<td>0.33</td>
<td>0.17</td>
<td>-4.699552</td>
<td>0.08</td>
<td>0.92</td>
<td>0.00</td>
<td>-1.438827</td>
</tr>
<tr>
<td>0.58</td>
<td>0.17</td>
<td>0.25</td>
<td>-4.683251</td>
<td>0.08</td>
<td>0.00</td>
<td>0.92</td>
<td>-1.400165</td>
</tr>
<tr>
<td>0.58</td>
<td>0.08</td>
<td>0.33</td>
<td>-4.640865</td>
<td>0.08</td>
<td>0.00</td>
<td>0.92</td>
<td>-1.400165</td>
</tr>
<tr>
<td>0.58</td>
<td>0.08</td>
<td>0.33</td>
<td>-4.640865</td>
<td>0.92</td>
<td>0.08</td>
<td>0.00</td>
<td>-0.437515</td>
</tr>
<tr>
<td>0.25</td>
<td>0.50</td>
<td>0.25</td>
<td>-4.586064</td>
<td>1.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0</td>
</tr>
<tr>
<td>0.33</td>
<td>0.50</td>
<td>0.17</td>
<td>-4.549561</td>
<td>0.00</td>
<td>1.00</td>
<td>0.00</td>
<td>0</td>
</tr>
<tr>
<td>0.00</td>
<td>0.50</td>
<td>0.50</td>
<td>-3.627602</td>
<td>0.00</td>
<td>0.00</td>
<td>1.00</td>
<td>0</td>
</tr>
</tbody>
</table>

**Figure 4.3** Table of the formation enthalpy of the breaking points found on the DFT convex hull.
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